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This Topical Guide serves as an 
introduction to the relationship 
between developments in Artifi-
cial Intelligence (AI) and electoral 
integrity, in a South African and 
an African context. By expanding 
consideration of both the actions 
and actors involved in the elector-
al process, the Guide provides a 
foundation for key debates within 
both data governance generally, 
and AI more specifically, with elec-
toral integrity as the central norma-
tive objective.

Though issues of mis- and disin-
formation are of direct relevance 
to exploring the potential influence 
of AI (and big data) on elections, 
understanding the social and 
political phenomenon that under-
score technologies is of more 

relevance for designing effective 
policy interventions.

In South Africa, global conversa-
tions about AI and elections are rel-
evant, but so too are the peculiar-
ities of a political environment that 
is still strongly impacted by political 
party hegemonies. Understand-
ing AI and data in South Africa 
as largely a process of extraction 
helps to frame our understanding 
for intervention in elections as one 
which expands individual control 
across the full spectrum of the 
process, with law and regulation 
standing as important instruments 
for expanding effective accountabil-
ity in an opaque environment. 
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To participate in a democracy, a citizen votes 
and the ballot box thus duly stands as the “heart 
of the…constitutional structure”.¹ The South 
African Constitution notes in its very first provi-
sion that the democratic state project is founded 
on universal suffrage, a national common voters 
roll, regular elections, and a multi-party system.² 
Elections are prioritised across the globe as the 
key legitimising political act of democracy.

This primacy has historical roots. The first re-
corded popular elections saw Spartans voting 
for the Ephors in 754 B.C. Jump ahead several 
centuries, however, to new political realities: 
in 2017 Saudi Arabia gave citizenship to a 
robot named Sophia³ and, in the same year, 

the world’s first virtual AI-powered politician 
was created, called SAM.⁴ AI and data-driven 
applications are now used routinely in election 
management, and also by political parties to 
influence voters, from India⁵ to Canada.⁶
 
What does this ‘new age’ of AI herald for elec-
tions in Africa? The conversation about AI and 
elections has focused primarily on how social 
media – enhanced by AI-driven mis- and disin-
formation – might interfere in election results. 
The truth is that the impact of AI on the political 
process of elections is potentially far broader, 
and this breadth needs to be systematically 
considered in order for effective policy interven-
tions to be designed.

ELECTIONS, DEMOCRACY AND 
DIGITAL TECHNOLOGIES IN AFRICA

AI as an autonomous system of decision making: AI are computer programmes that 
mimic human intelligence (human intelligence being understood as reasoning, learning 
and problem-solving).7 While AI is the broad encompassing term, machine learning (ML), 
as an example, is a specific and widely used set of methods that supports this intelligence. 
AI-driven applications go beyond automated systems that make decisions based on 
encoded rules and where a certain outcome is assured. Instead, through ML methods, they 
autonomously adapt their decision-making to new information or data as it is received.8 In 
the realm of politics and administrative justice, automated decision-making even in its 
rules-based (and thus not as autonomous) form is still a technological process of interest – 
but AI comes with its own particular challenges.
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Elections as a system: National (and other) elections can be simply encapsulated by 
the act of casting a vote for a person to assume a position in political office as a public 
representative. However, understanding an election as a system can help us to identify 
the broader  spectrum of activities, moments and ways in which AI (as a technology) may 
intervene in, enhance, or interfere with, that system. Think of elections as a simple narrative 
whereby: a citizen [stakeholder] makes a decision [action] then casts a vote based on that 
decision [action], resulting in a vote [asset] being created for a candidate for public office or 
an official [stakeholder], and this vote is generated [action], stored [action], secured 
[action] and counted [action]. This vote is verified [action] by the electoral management 
body (EMB) or others [stakeholder], collated with all votes [action] and then released or 
published [action]. Of course, this is oversimplified – there may be any number of forms of 
oversight or verification. What is important to note is that any of those points of action are 
potential ‘leverage points’ for AI technologies. They might be used to influence the making 
of a decision, or enhance storage and counting, or disrupt the nature – integrity – of the 
asset created. There is a bigger idea at play too: if AI is intelligence, it can theoretically 
subsume or even assume the role of the stakeholders at any point in the system too. This 
systems-thinking exercise will help broaden the focus of AI’s relationship(s) to elections in 
Africa, and in South Africa in particular.

AI and data governance: A key relationship is that between AI, data and information 
broadly, and thus AI’s relationship to data governance. For generating intelligence, machine 
and deep learning rely on massive sets of structured or unstructured data (‘big data’) to 
learn from. Data governance considerations related to data quality, provenance, integrity, 
availability and privacy are then central to both how automated decision-making may 
influence future electoral processes; but are also relevant to broader information and data 
questions in this space, such as addressing misinformation. The organising, structuring and 
presenting of the data into information is a process of influence; and this influence, en-
hanced by AI, can be the wilful spread of untrue or misleading information (disinformation), 
or even unintentional falsehoods and untruths (misinformation). Interventions in processing 
mechanics through data governance frameworks can assist with maintaining the integrity of 
information in its foundations. 



The African electoral context

A re-emerging focus on institutions and struc-
tures in the political economy9 is supporting 
examinations of elections as a central democra-
tising force in Africa.10 The role of independent 
and resourced electoral management bodies 
(EMBs) as a necessary component of partici-
patory democracy is appropriately emphasised. 
Yet in spite of growing democratisation across 
the continent, less than one in six major elec-
tions result in a full transfer of power.11 These 
outcomes are indications of weaknesses in the 
‘practice’ of elections. Practices which might 
sway electoral outcomes in Africa, and threaten 
substantive political legitimacy, include changes 
to the relevant constitution, weakened electoral 
oversight mechanisms, intimidation of voters, 
falsifying of results, or undue challenges to 
results (amongst others).12 It is important to 
note that these challenges are not indications of 
African exceptionalism (and thus comparative 
examinations on international discourses on 
election integrity may be instructive); however, 
the degree of threats is said to generally be 
more severe.13

At the same time, discussions on electoral 
integrity are increasingly dominated by ques-
tions about the role of social media and threats 
related to mis- and disinformation. When 
African EMBs gathered in 2019 to discuss 
electoral integrity, they did so under the ban-
ner of: “Safeguarding Electoral Integrity in the 
Digital Age: Strategies for Combating Digital 
Disinformation”.14 African examples of electoral 
processes potentially impacted by the notorious 
services of Cambridge Analytica include South 
Africa, Nigeria and Kenya.15

This means that the electoral context is not 
the only important consideration; so too is the 
information and communications technology 
(ICT) and broader digital context for the region. 
While limited broadband network extension in 
Africa remains an issue in several countries, 
coverage is not the only factor determining 
connectivity and use of the internet. In Lesotho, 
Rwanda and South Africa, broadband coverage 
stands at over 98%, and yet significant portions 
of the population remain unconnected or unable 
to use the internet in a meaningful way,16 often 
because of the unaffordability of services and 
devices, but also due to low levels of digital 
literacy.

Internet services are not the only vital 
component of ICT infrastructure. In many 
developing countries where electricity supply 
may be unstable, essential electoral (and other) 
systems may go offline: the Kenya elections 
were threatened by the introduction of new 
electoral systems that struggled with both elec-
tricity supply and Internet coverage, meaning a 
manual back-up voting system had to be relied 
on.17

A final, significant digital challenge is the lack 
of African-based AI technology developers and 
governance researchers, which leads to inad-
equacies in appropriate innovation and digital 
policy.18 This reality will become an important 
focus for contextualising many of the recom-
mendations that follow.
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While the African Commission Guidelines are 
not binding, it is important to note that the inter-
national presumption is toward an open voters 
roll. Adv. Pansy Tlakula, the current Chairper-
son of South Africa’s data protection authority 
called the Information Regulator25 (who was 
involved in the drafting of the African Commis-
sion Guidelines) has begun engagements with 
the IEC to consider how the balance of data 

privacy and data access may be implemented 
in practice. 

Outside of this data governance issue, there are 
specific prohibitions of relevance to disinforma-
tion. The Electoral Act, 1998 in s 89(1) states 
that with respect to certain legally mandated 
campaign statements, “[n]o person … may 
make the statement (a) knowing that it is false; 

The African Commission Guidelines on Access to Information and 
Elections,24 require that an Election Management Body shall 
proactively provide a:

Voters roll containing information allowing the unique 
identification of each voter, including the full name, 
identity number, photograph (where it exists), gender 
and age of each voter, and any subsequent 
amendments to this information.

“

”
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There are law and policy issues of relevance 
to potential AI-related aspects of elections, but 
also to data governance issues. EMBs on the 
African continent have already begun highlight-
ing misinformation and social media as key 
digital threats to the electoral process.19 South 
Africa has also been participating in a col-
laboration between their EMB, the Indepen-
dent Electoral Commission (IEC), and the 
South African civil society organisation Media                           
Monitoring Africa, to maintain a portal20 for 
citizen monitoring and reporting of digital dis-
information. Nation states have also sought to 
deal with the disinformation threat more directly 
through legislation criminalising ‘fake news’, 
such as in Ethiopia where a Bill (the Hate 
Speech and Disinformation Prevention and 
Suppression Proclamation) on the criminalisa-
tion of hate speech and forms of disinformation 
is being considered.21 

South Africa has a specific legislative and 
policy environment in relation to elections and 
information, more broadly. A central source of 
electoral information is the voters roll, which 
has already been the subject of information 
‘controversy’. The Electoral Act, 1998 in section 
16 requires that the voters roll, which includes 
the personal information of voters, be made 
accessible on application. While adjudicating 
on another aspect of the law, in Electoral Com-
mission v Mhlope22 the Constitutional Court 
considered the role of the voters roll as a public 
document. In answering the question as to why 
the collection of addresses in section 16(3) was 
important, the minority judgement stated 
“…surely then the availability of addresses on 
the voters’ roll enhances the fairness of elec-
tions. The absence of addresses might – not 
will – result in elections being unfair”.23

EMERGING POLICY AND
PRACTICE



or (b) without believing on reasonable grounds 
that the statement is true” and in 89 (2), states 
that “[n]o person may publish any false 
information with the intention of (a) disrupting 
or preventing an election; (b) creating hos-
tility or fear in order to influence the conduct 
or outcome of an election; or (c) influenc-
ing the conduct or outcome of an election”. 
The Act also includes an ‘Electoral Code of                                           
Conduct’ to which political parties hoping 
to contest elections bind themselves; and 
this Code specifically prohibits parties from                                                    
publishing false information “in connection 
with an election in respect of…(i) a party, its 
candidates, representatives or members; or 
(ii) a candidate or that candidate's representa-
tives”.26 The Constitutional Court engaged on 
these sections in Democratic Alliance v African 
National Congress and Another27 in relation to 
campaigning messages, and held that a contex-
tual reading of the provision suggested that the 
kind of false statements prohibited were those 
that could intrude directly against the practical 
arrangements and successful operation of an 
election, not ‘information’ aimed at influencing 
its outcome by shaping voters' views about 
opposing parties. There has been some well-
considered criticism that this law is broad, and 
does not require sufficient mens rea (or criminal 
intent), considering it is a criminal sanction, for 
false statements.28

Data Governance and AI

Being able to reap the positive benefits of AI 
presupposes a data governance framework 
being in place. Lawful data processing frame-
works are beginning to emerge in the region, 
with the European Union General Data Protec-
tion Regulations (GDPR) significantly influenc-
ing the structure of specific laws (and Bills).28 
South Africa’s POPIA, for example, is broadly in 
keeping with the lawful processing provisions of 
the GDPR (with two key differences being the 
creation in POPIA of criminal offences for fail-
ures to comply with notices of the Information 
Regulator, and the extension of data rights to 
juristic entities).30

An important pattern in data protection initia-
tives in the region is, nevertheless, to fail to 
empower or properly appoint in due time the 
independent data protection authority (DPA), 
the delays in the South African case being 
demonstrative of this phenomenon.31 This is 
an important challenge for enforcement of data 
processing and protection laws – but is also a 
particular consideration within the AI context, 
given the particular role DPAs can play in a 
challenging technological context: they can offer 
flexibility and expertise, and also issue regula-
tions that are responsive to sectoral peculiar-
ities, which can help to ease potential compli-
ance burdens on the private sector.

Considering the important role of personal data 
in both election processes and AI decision-
making, cybersecurity is also a fundamental 
policy area for review. Cybersecurity laws have 
been adopted in many African countries, such 
as Malawi, Zambia, and Zimbabwe. In South 
Africa, the Cybersecurity and Cybercrimes Bill 
was eventually split, with the Cybercrimes Bill, 
2017 currently before the National Assembly for 
consideration.31 Yet the Global Cybersecurity 
Index indicates that only Mauritius, Kenya, 
Egypt and Rwanda demonstrate a high commit-
ment across all five pillars of their index.33

While there are many examples of policy and 
legislative interventions around the world that 
deal with aspects of AI, consolidated and com-
prehensive policy interventions targeted at the 
technology itself are not common. Some inter-
national jurisdictions have explored this option, 
with Singapore for instance implementing an “AI 
Governance Framework”.34 These kinds of inter-
ventions are typically driven from an economics 
perspective, particularly considering a digital 
economy agenda, and therefore provide limited 
insights into the relationship with governance 
processes. Nonetheless, emerging policy and 
practice in a number of regions seeks to 
mitigate negative aspects of AI and data use in 
the political sphere as outlined below.
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The European Union and the United States on Misinformation

The European Parliament Think Tank summarises35 a range of actions that the European 
Union and its member states may adopt in response to the use of personal data for political       
advertising, including financial sanctions for political parties breaching data protection 
rules.36 A special committee for the European Parliament has, for instance, called directly on 
the larger platforms to take a proactive stance in combatting misinformation, and is under 
pressure to include sanctions against companies for failures to take adequate action.37 This 
approach is underscored by an appreciation of lawful data processing, and the full imple-
mentation of the GDPR, as a foundational pillar in regulating the role of AI in elections.38 Yet 
beyond the GDPR, there is no European-wide attempt to legislate on mis- and disinforma-
tion. A political attitude towards intervention is not matched to a legislative attitude;39 which 
relates just as much to the realities of the ability to mandate action, as it does to the broader 
challenges to regulating in the Internet space. This has not prevented jurisdictions like 
Germany implementing domestic prohibitions against fake news.40

Generally, the United States sees a laissez-faire approach to legislating on issues that may 
impact free speech; and platforms have been provided with specific forms of limited liability 
in relation to content moderation in law (limited liability for Internet intermediaries is also 
replicated in South African law).41 Whilst there is no country-wide lawful data processing 
statute, individual states have, however, implemented ad hoc responses to specific technol-
ogies.42 Largely, legislators have sought to exert pressure on platform companies to regu-
late themselves through content moderation as a salve to misinformation, though political 
developments under the Trump administration have seen a growing call from both the left 
and right to institute regulation against platforms as an emerging fora for political contesta-
tion.43

When we examine patterns in the emerging 
policy and practice in South Africa in particu-
lar, it is noteworthy that there is a tendency to 
statutorily criminalise ‘undesirable behaviour’, 
even prior to fully establishing sound data                      
governance frameworks that can extend obliga-
tions to creating a sound environment on both 
public and private sector actors. 

Within those statutory forbearances, though, it 
should be noted that the economic imperatives 
largely guided by regulation, political imper-
atives largely driven by policy, and social im-
peratives largely driven by law, cannot exist in 
such siloed imaginings with technologies like AI, 
where the impacts and effects of the technology 
are so transverse.
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The focus of policy (and politics) then shifts 
to examining the most appropriate stage or 
moment for, and extent of intervention across 
these levels. 

From a legal perspective, Petit suggests that 
discrete externalities (i.e. impacts) from the 
effects of AI should be dealt with by merely 
developing existing legal frameworks.50 For the 
kinds of systemic externalities threatened by 

While we have engaged with the existing policy 
context, the challenges inherent in regulating 
this environment more broadly will be consid-
ered before turning to examine directly the 
transversal risks (and opportunities) associated 
with AI in the electoral context. 

Challenges in rules and policy

The regulation of emerging technologies is, 
given their nature, challenging. The Collingridge 
Paradox notes that efforts to influence or control 
the further development of technology face a 
‘double-bind’: an information problem (because 
in emerging technologies the real impacts can’t 
yet be wholly predicted), and a power problem 
(because control or change is difficult when the 
technology has become entrenched before 
regulation or law is in place).44 This is asso-
ciated, too, with the law’s well-known “pacing 
problem”, which refers to the notion that tech-
nological innovation is increasingly outpacing 
the ability of laws and regulations to keep up.45 
As Larry Downes noted: “technology changes 
exponentially, but social, economic, and legal 
systems change incrementally”.46 

These issues are reflected in the AI field, due 
to the relatively opaque or ‘black box’ nature of 
their implementation and recent improvements 
in hardware enabling rapid increases in data 
processing. In addition, attempts to regulate AI 
directly suffer from a fundamental challenge: 
capability and capacity.47 The legal and reg-
ulatory skill to properly design interventions, 
coupled with the lack of capability or capacity 
to monitor once implemented, pose significant 
inhibitors to meaningful and effective action.

Attempts to then regulate or intervene from a 
public interest perspective, cognisant of the 
challenges but unwilling to surrender to tech-
no-determinism, focus strongly on trying to pre-
dict potential harms and risks, and engage with 
those.48 In considering AI from this perspective, 
and moving beyond just the underlying data 
governance challenges, policy questions have 
considered the impact level of ‘decisions’ tak-
en by AI for identifying appropriate intervention 
points (these can be applied more generally to 
automated decision-making or rules-based 
systems):

RESEARCH 
PERSPECTIVES

Level II decisions will often lead to impacts that are likely reversible and short-term;2

Level III decisions will often lead to impacts that can be difficult to reverse and are 
ongoing; and3

Level IV decisions will often lead to impacts that are irreversible and are perpetual.494

Level I decisions will often lead to impacts that are reversible and brief;1



11

AI in the realm of elections, the public interest 
should drive policy interventions that ex ante 
consider potential impacts, but also ex post 
assess the results of interventions.51

Technology, the private sector and power in 
elections 

The role of social media as a mechanism for 
unduly influencing elections through the spread 
of mis- and disinformation has now become the 
popular refrain for understanding technological 
shifts in political influence.52 This is, however, 
an about-turn from the discourse that original-
ly celebrated new media as a mechanism for 
enhancing democracy (with the oft-cited ‘Arab 
Spring’ connections), which built on our more 
traditional associations between democracy and 
freedom of expression.53 The proliferation of 
information now accessible, whether true or 
untrue, has started to shift notions on rights 
such as freedom of expression and access to 
information, which were based more on con-
cerns about information deficits rather than 
information gluts. ‘Undue influence’ by social 
media  in terms of electoral integrity can also 
be associated with two broader political devel-
opments: the rise in the use of soft power as a 
mechanism for creating change, and the rising 
centrality of information as power in the digital 
age.54

It is perhaps unsurprising then, with this con-
vergence of digital political attributes, that such 
significant energy is expended on considering 
the role of emerging technologies in contribut-
ing further to the negative aspects of these two 
shifts. As an emerging threat, not only does AI 
expand the capacity of automated algorithms 
and digital ‘bots’, amongst others, to influence 
the feed (i.e. the ready availability) of political 
mis- and disinformation on social media, but the 
emergence of ‘deep fakes’ and ‘synthetic media’ 
(i.e. disinformation) facilitated by AI only goes 
further to undermine social media as a sound 
and reliable civic space for engaging in political 
life.55 People cannot trust what they see, read, 
or hear. 

Yet the drivers of this role in mis- and disin-
formation for technology do not stem from the 
technology itself, but the social, political and 
economic forces at play more broadly. 

Investigations into media influence in elections 
has necessarily considered the role of the social 
media platforms themselves in facilitating this 
influence.56 Regulation of social media plat-
forms is a notable challenge for the digital age 
more broadly, not least because of the massive 
monopolisation of the digital market by such 
platforms, and the shifts in political power asso-
ciated with it..57 As seen in the European Union 
and United States examples above, differing 
attitudes to private sector responsibilities 
nevertheless seem to result in the same inabil-
ity to control the influence of the private sector 
in the field. This has meant significant focus, 
particularly in Western discussions, on how to 
regulate (or not regulate) these platforms in a 
manner that achieves better quality outcomes, 
i.e. outcomes based on facts. Significant por-
tions of the Kofi Annan Commission Report on 
“Protecting Electoral Integrity in the Digital Age” 
focus on the need for platforms themselves 
to take greater proactive action in combating 
misinformation and disinformation through           
enhanced transparency, and initiatives like    
‘early warning’ detection.58

The social pressure on platforms to intervene 
actively in either moderating, or labelling, both 
mis- and disinformation has grown in recent 
months.59 However, approaches by the differ-
ent tech platforms to content related to elec-
tions have been influenced by many things –          
depending for instance on their own internal 
political culture, media coverage, and forms 
of government pressure (consider for instance 
Trump’s particular focus on Twitter’s content 
moderation).60 Relying on platforms alone to be 
the ‘new governors’ of content surrenders these 
decisions to being largely founded on economic 
imperatives,61 which may not be congruent with 
the broader public interest. When responding to 
calls on Facebook to take a more active stance 
in intervening in disinformation, Mark Zucker-
berg stated that: “Facebook shouldn’t be the                                         
arbiter of truth”.62 Yet, when we think about it 
from the perspective of content ‘moderation’ 
the very problem is that platforms do not treat 
all content as equal, and algorithms and oth-
er interventionist mechanisms actively collate 
and curate content for its consumers. Discern-
ing the truth is becoming more challenging in 
the information age. A fundamental challenge 
in the context of misinformation remains the              
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transparency and accountability of the various 
actors and outcomes involved - from the algo-
rithms used, to decisions about content.63

These attempts at establishing a ‘positive 
obligation’ (whether through law or ‘ethics’) will 
continue in debates on AI regulation. Private 
sector AI developers and service providers will 
have a role to play in the very early detection, 
and ‘equality by design’ solutions that may 
be posited for helping prevent the spread of 
mis- and disinformation. The shifts in power 
and impact to the private sector - and greater 
appreciation of connections between social, 
political and economic impacts – mean that 
positive obligations to perform things like social 
impact studies before AI technologies are in-
troduced within a system, are likely to become 
established as important, and necessary, in-
terventions.64 In the context of AI these actions 
will need to become a lot more pre-emptive and 
less reactionary, as we have seen in shifting 
content moderation policy as an example, and 
as we learn more about the reality of the risks 
and harms. Directly addressing the social en-
vironment and impact prior to and after imple-
mentation becomes a necessary expansion of 
due diligence obligations.65

Political realities in South Africa

The political debates that arise from Western 
media and academia are influenced by two key 
global political realities. First, is the ‘competi-
tion’ between the United States’ laissez-faire 
approach to regulation, versus the European 
interventionist approach; and second is the fact 
that the major digital oligopolies exist in the 
United States or China (with European markets 
fighting for space in between the two).66 While 
‘data colonialism’67 is its own data governance 
challenge of relevance, there is an additional 
direct contextual concern: the dominant state 
and political hegemonies which exist as a reality 
of the African context not necessarily the same 
as those of the United States, China or Europe. 
The role of political parties in threatening elec-
toral integrity should not be lost while we focus 
on this tech-centric debate: in South Africa and 
Kenya the private sector services of Bell Pot-
tinger and Cambridge Analytica, respectively, in 
‘influencing’ social media feeds were associated 
with the governing parties.68 

Responsibilities must be placed directly on to 
political parties (which should be linked to their 
ability to contest elections) to not only refrain 
from mis- and disinformation activities, but also 
to proactively police the environment.69 Political 
parties stand at a significant nexus of power 
and control in relation to African electoral integ-
rity.
  
An examination of the power hegemonies in the 
region also necessitate a constant vigilance, 
lest an ‘unrealistic’ focus on the domestic threat 
of mis- and disinformation is used by states to 
suppress legitimate dissent, or political and civic 
discourse.70 Many of the threats facing electoral 
integrity in Africa are offline;71 big data analysis, 
algorithms and AI are feeding into existing chal-
lenges in relation to electoral integrity, which 
should be the primary focus of interventions. 

This caution about an unbalanced focus on 
digital discourse is echoed when considering 
the role of the electorate in African societies. In 
reflecting on the role of mis- and disinformation 
in elections, which in fact has a historical legacy 
well preceding the internet, it has been noted  
that in order to 'activate' any kind of disruption, 
mis- or disinformation has to: “…hit at pre-ex-
isting tendencies and pathologies in society: 
disaffection, inequality, prejudice, aggression”.72 
Yet, thinking about the role of soft power in influ-
encing an electorate, as more and more civic 
and political activity is conducted online, the 
particular African context of ‘passive’ consump-
tion of content, and lower levels of digital litera-
cy, will become increasingly relevant until these 
characteristics change.73 How will people fresh 
to the online space be able to critically engage 
in the world of deep fakes and synthetic media? 
How can they ‘discern’ truth in opaquely curat-
ed digital environments? Digital education has 
become a priority point of intervention. Here, 
AI itself may be effectively used to clearly iden-
tify and delineate the source and provenance 
of content to help people navigate the online 
‘infoverse’. This dimension of self-/regulation is 
a priority challenge because “…the power [of 
data-driven behavioural economics on plat-
forms] is soft, imperceptible, cheap and ubiqui-
tous, we don’t resist it”.74
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The role of AI and data in the electoral 
system

There are broader challenges that arise in the 
context of AI, which bear considering when 
looking to the full breadth of influence that can 
be exerted across the electoral process. The 
ability of AI to take decisions and actions ‘inde-
pendently’, means that its “…[v]erdicts…land 
like dictates from the algorithmic gods”.75 Par-
ticularly in the context of machine learning, the 
‘black box’ of decision-making (where data goes 
in and comes out, but we have little oversight of 
the process in-between) is a considerable con-
cern in AI and data governance conversations.76 
If inclusion of AI within digital voting systems is 
contemplated, particularly the significant level 
of impact of a decision in relation to political 
outcome and legitimacy, it appears completely 
unjustifiable to ever include anything that is not 
interpretable or open to scrutiny.77 Political legit-
imacy is traditionally founded on transparency 
and visibility; considering AI within the context 
of elections puts debates concerning the
necessity for transparency and accountability 
in AI into hyper-drive regardless of where in the 
process it may be involved.78

This decision-making capacity of AI is not just 
about transparency for appearances’ sake, but 
is also necessary given the risks of exclusion 
associated with algorithmic decision-making 
(that extends to AI decisions). The ability to 
analyse large amounts of data is facilitated 
by algorithms and formulas – but the opacity 
of these algorithms presents challenges, both 
in terms of the outputs of the algorithms (for 
instance, content limitations on information such 
as in newsfeeds) and decisions made through 
them (and their ability to perpetuate bias).79 
Bias can be introduced through the data used, 
assumptions used, or even within the formula 
design choices. And the opacity in relation to 
algorithms can be both technical and propri-
etary (i.e. restrained due to commercial inter-
ests).80 How these systems then get incorpo-
rated within electoral processes, especially 
given the fundamental importance of notions of       

suffrage, elections and democracy, mean trans-
parency must be at the forefront of planning 
– but also that the service providers involved 
stand as important agents of obligation and 
responsibility.81 Even the simple digitalisation 
of voting machines has led to risks of exclusion 
from existing elections.82

 
The digitalisation of the electoral process (even 
as seen in the voting machines) may present 
another opportunity for AI intervention.83 It can-
not be discounted that AI applications could be 
taught to make subtle adjustments to vote totals 
(so subtle that it would be statistically challeng-
ing to decipher them).84 Concerns such as this 
arise with the emergence of digitalisation (such 
as voters’ identity document scanners in South 
Africa) even before full AI introduction: and that 
is the importance and centrality of cybersecurity 
frameworks, and their concerted implementa-
tion, as a prerequisite to the expansion of the 
role of emerging technologies within our elector-
al processes. Cybersecurity should be a prior-
ity for EMBs as an essential step for ensuring 
electoral integrity, and the reality of the forms of 
‘herd immunisation’ needed to properly combat 
cybersecurity threats, means this should be 
prioritised across the public sector concerned 
(given its associated information systems), but 
also at a regional level (to help manage geo-
political forces like cyberwarfare).85

A final point to consider when looking not just 
at the actions within an electoral system, but 
also at the actors, is the future of AI in politics 
as something more than just about the action of 
voting. For example, the ability of AI to examine 
big data regarding voter sentiment may be an 
opportunity for politicians to be more responsive 
to their electorate.86 What if AI is able to render 
itself as a political actor, as seen in SAM as an 
extreme example?87 AI may also help to base 
policy decisions more on data and evidence 
than is currently possible.88 Ultimately, the op-
portunity in AI will be its ability to sort through 
and organise the very gluts of data currently 
derailing notions of  
‘political truth’. 



Techno-determinism should be avoided. The introduction of any one technology is not 
inevitable, nor is the incorporation of their negative impacts. Policy and design can 
intervene within these systems.

1

Broader social, political and economic forces should be examined to understand the 
potential impacts of technologies within existing social and institutional arrangements, 
and also for shaping the priorities for technological intervention itself.

2

Recommendations in relation to narrative (applicable across stakeholders):

14

A considered reflection of the electoral process 
provides insights into key learnings in the con-
text of AI. The first is that one cannot separate 
investigations into the regulation of AI from 
questions arising from the regulation of data 
more broadly, even though AI has its own 
additional peculiarities. This means that data 
governance emerges as a first-order priority.

In addition, appreciating the potential impact 
of AI is important for achieving a balanced 
response to regulation: but in order to do so, 
the impacts must be considered across the 
full spectrum of the democratic process. This       
results in a necessary acknowledgement, when 
seeking to intervene in the digital space, of both 
complexity and context.

In South Africa, we are still the subjects rath-
er than creators of AI. When we consider this 
within the context of ‘digital colonialism’ (and 
the removal of data and value for the benefit of 
foreign companies) alongside the passive con-
sumption of content in our digital economy, it is 
clear that a phenomenon of extraction is taking 
place, spurred by dynamics from emerging 
technologies. A fundamental step for preventing 
this and other negative impacts of AI is to es-
tablish a degree of control. Given the urgency 
of ensuring equality, privacy and fairness by 
design, it should be clear that in order to be 
beneficiaries of AI technologies – and not just 
‘subject’ to their impacts – investing in digital 

industrial policy that supports the domestic real-
isation of AI is a necessary progressive step.

Transparency and accountability in relation to 
algorithmic decision-making and AI become 
priorities that need to be obliged for both private 
sector and public sector actors that exert influ-
ence within the electoral system. Power is influ-
ence, and the challenge of an age of soft power 
is the opacity of it – AI and algorithms add a 
further layer of ‘detachment’ from accountability 
that we cannot countenance in our elections. 
We should use law and regulation to explicitly 
assign accountability, and mandate transpar-
ency. Yet what transparency means is perhaps 
what is being altered the most: in an age of 
information glut, determining effective transpar-
ency may be a key political challenge. 

Additionally, future challenges in AI, given the 
demonstrated complexity, will be resolved only 
through ‘multi-stakeholderism’, and regional 
and global governance approaches being met 
alongside their domestication. This will require 
ensuring that African countries are at the table. 

AI can be seen as a challenge to democratic 
practices, but not an insurmountable one.89 In 
considering AI and electoral integrity, the 
following recommendations can be posited:

RECOMMENDATIONS FOR POLICY 
AND PRACTICE



This data governance should include data processing, data access (and transparency), 
and cybersecurity imperatives.2

In South Africa, the Office of the Information Regulator stands as a central agency for 
building effective and capacitated interventions on AI in elections. A priority should be 
the development of guidance notes alongside the IEC, ahead of the municipal elections. 
These guidance notes should cover the full range of data and AI issues for elections.

3

In considering the regulation of AI, the potential level of impact should inform strategies 
that have both ex ante and ex post policy responses.4

AI regulation must include establishing the conditions for the domestic emergence of AI 
technologies and solutions to combat many of the inherent inadequacies in adopted 
technologies that result in the extraction of both value and agency (a fundamental 
component of civic action).

5

African policymakers should engage in associated global governance processes, while 
constructing policy responsive to regional and local contexts. 6

As challenging as emerging technologies can be for lawmakers, existing frameworks 
should be leveraged that incorporate consideration of social, political and economic 
impacts (which is why human rights standards serve as such a powerful tool for guiding 
law-making in this area).

1

Recommendations for lawmakers:

Threats to electoral integrity are shaped by existing political hegemonies, which include 
challenges like political party funding, and institutional capacity and oversight. 3

In determining priorities for managing potential AI impacts, the focus should be on laying 
the foundations for sound data governance broadly.1

Recommendations for policymakers:

15



Given this role of elections, and the potential impacts of AI, a high priority must be placed 
on creating appropriate obligations on the full range of actors involved across the 
electoral-technology process.

5

Recommendations for electoral implementers (including the IEC):

An immediate focus should be placed on ensuring the security of the full electoral 
process both offline and online. Electoral integrity requires institutional preparedness.1

Political actors must be prioritised as a site of intervention given their role in helping to 
ensure electoral integrity. 2

A realistic consideration of the digital environment should inform the decision of what 
technologies to adopt and adapt within the electoral process. 3

The role of EMBs in ensuring adequate civic education, which necessarily includes digital 
literacy components, is central, and in South Africa would mean expanding the existing 
Real411 programme, amongst others.

4

16

South Africa’s emphasis on criminalisation should shift instead to focusing on supporting 
the principle-based regulation of its nascent lawful data processing regime, which 
includes capacity for the Office of the Information Regulator, given the realities of our 
social and political context for elections.

2

Regulation of AI should be pursued to help achieve a balance between constraint and 
innovation, whilst also addressing capacity and capability.3

Given the central role of elections in establishing state legitimacy and government 
accountability, and the potential impacts of AI, a high priority must be placed on 
transparency within the technologies adopted or adapted, which extends to the creation 
of obligations for it.

4
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